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Abstract:  This paper presents a novel deep learning model for detecting prosthetic, 
healthy, and fill-in regions in dental X- ray images using modern electronic computing machines. 
The model achieves state-of-the-art performance in accurate and efficient detection of dental 
structures, assisting dentists in diagnosis and treatment planning. The proposed model for 
prosthetic, healthy, and fill-in detection in dental X-ray images using modern electronic computing 
machines has several significant implications: Improved Diagnostic Accuracy: The model 
provides highly accurate detection of dental structures, reducing the risk of missed or 
misdiagnosed dental diseases. Enhanced Treatment Planning: The model assists dentists in 
developing more precise and effective treatment plans by providing detailed information about the 
location and extent of dental structures. The proposed model represents a significant advancement 
in the field of dental image analysis. It provides a powerful tool for automated detection of dental 
structures in X- ray images, aiding dentists in diagnosis, treatment planning, and patient 
communication. Further research will focus on exploring the model's applications in other areas 
of dentistry, such as caries detection and periodontal disease assessment. 

Keywords: Dental X-ray images, prosthetic detection, healthy detection, fill-in detection, 
deep learning, convolutional neural network. 

 

INTRODUCTION 
Dental X-rays are essential for diagnosing and treating dental diseases. However, manual 

interpretation of X-ray images can be time-consuming and subjective. Automated detection of 
dental structures can assist dentists in diagnosis and treatment planning [1, 2, 3]. Increased 
Efficiency: The model automates the detection process, saving dentists valuable time and allowing 
them to focus on patient care. 

Improved Patient Communication: The model can be used to generate visual representations 
of dental structures, facilitating better communication between dentists and patients. 

Deep Learning Architecture: The model utilizes a deep convolutional neural network 
(CNN) architecture, which is specifically designed for image analysis tasks [4, 5, 6]. 

Large Annotated Dataset: The model is trained on a large and diverse dataset of dental X-
ray images with high-quality manual annotations. 

Transfer Learning: The model leverages transfer learning techniques to fine-tune a pre-
trained CNN, reducing training time and improving performance [7, 8, 9]. 

Real-Time Detection: The model is designed for real-time detection, allowing dentists to 
obtain results quickly and efficiently during patient examinations [10]. 

Applications In addition to its primary use in dental practice, the proposed model has potential 
applications. 

Dental Education: The model can be used as a teaching tool for dental students and 
practitioners, providing visual examples of dental structures. 
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Dental Research: The model can assist researchers in analyzing large datasets of dental X-
ray images for epidemiological studies and clinical trials [9]. 

Tele dentistry: The model can be integrated into tele dentistry platforms, enabling remote 
diagnosis and consultation. 

RELATED WORKS 
The yolo algorithm was used to obtain the result of this study. So far, we've built 

architectures that perform well in object detection, but fail in terms of speed in real-time object 
detection. The Yolo algorithm responds well to all parameters required for object detection.To 
improve Yolo's algorithm, we first need to figure out what we need to predict. Each bounding box 
identifier can be typed [11]. 

• Center of the box (bx, side) 
• Width (bw) 
• Height (bh) 
• Estimate the true number corresponding to the object class (Pc). 
Yolo does not search for the desired object among the available ones, it divides it into 

precise pixels. typically each pixel of a 19x19 matrix is needed to predict K bounding boxes. 
 

 
 

Fig 1. K is assumed to be equal to 5 (K=5) and we estimate the probability for 80 classes. 
 

Loss function. Let's take a closer look at the main components of YOLOv9, describing each 
of them mathematically [12, 13]. 

Input data and pre-processing: Let I represent an input image of size W×H×C, where W and 
H are the width and height of the image, respectively, and C is the number of image channels 
(typically 3 for RGB). Before being fed to the neural network, the image can be normalized and 
resized to the size of the network input (for example, 416x416). 

Neural network architecture: YOLOv9 consists of several consecutive blocks, each of which 
can be represented as a function fi that takes as input a feature description Xi of the previous block: 
Xi=fi(Xi−1) The overall architecture includes multiple convolutional layers (Conv), pooling layers 
(Pooling), normalization layers (Normalization), impact layers (Activation), as well as various 
blocks such as Residual blocks. 

Imprint the output of the YOLOv9 neural network is a tensor of size S×S×(B×5+C), where. 
• S×S is a grid that divides the image into S×S cells. 
• B - number of anchor frames on each cell. 
• C - number of object classes for classification. 
• Each cell predicts 𝐵B anchor frames and their corresponding confidence scores, 

coordinates, and class probabilities. 
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𝐿 = 𝐿௦ + 𝐿 + 𝐿௦  (1) 
Each component of the loss function can be defined as follows:  
• Loss of Localization (Lloc): Evaluates the error in predicting bounding box 

coordinates. 
• Loss of Confidence (Lconf): Evaluates the error in predicting confidence that a frame 

contains an object. 
• Classification Loss (Lcls): Evaluates the prediction error of an object's class. 
 
Parameter Update: The model parameters are updated using the gradient descent algorithm. 

The θ parameters are updated in the direction of the antigradient of the loss function. 
𝜃௪ = 𝜃 ௦௧ − 𝑎∇𝜃𝐿  (2) 
Here α is the learning rate, and ∇θL is the gradient of the loss function over the model 

parameters. 
Loss Function. The general loss function 𝐿 includes three components. for determining 

localization 
Lloc, confidence Lconf, and classification 𝐿cls. They can be defined as follows. 

𝛬ௗ   1
(𝑋 − 𝑋ത)

ଶ


ୀ

௦మ

ୀ

+ (𝑦 − 𝑦)
ଶ  (3) 

This equation calculates the loss associated with the predicted bounding box position (x, y). 
Don't worry about l for now, consider it a given constant. The function calculates the sum of each 
cell ( i = 0 .. S ^ 2 ) over each bounding box predictor ( j = 0.. B ). 𝟙 obj evaluation. 

The other terms in the equation should be easy to understand: (x, y) is the predicted boundary 
position and (x̂, ŷ) hat is the actual position from the training data[4]. 

𝛬ௗ   1


൫ඥ𝑤 − ඥ𝑤൯
ଶ

ୀ

௦మ

ୀ
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  (4) 

 
This is the loss associated with the assumed box width/height. The equation is similar to the 

first except for the square root. 
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(5) 

Here we calculate the loss associated with the confidence score for each bounding box 
predictor. C is the reliability index and Ј is the intersection of the union of the predicted boundary 
line with the ground truth. 𝟙 obj is one if the cell contains an object, 0 otherwise. 𝟙 noobj is the 
opposite. The parameters λ shown here and in the first part are used to weight parts of the loss 
functions differently. This is necessary to increase the stability of the model. The highest penalty is 
for coordinate predictions ( λ coord = 5) and the lowest penalty is for reliable predictions when no 
objects are present ( λ noobj = 0.5). 

 1


 ൫𝑝(𝑐) − 𝑝  (𝑐)൯
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∈у௦௦௦

௦ೃ

ୀ

(6) 

This is similar to the simple sum-squared error for classification except for the obj1 term  . 
This term is used so that we do not penalize a classification error when no objects are present in the 
cell (hence the conditional class probability discussed earlier)[4]. 

Maximum integration. Combining neural networks, the parameters of the neural network are 
considered decisive in machine learning, maximum integration[5]. 
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Fig.2, Retaining the main feature by reducing the size. 

 
𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝑋)𝑖, 𝑗, 𝑘 = 𝑀𝑎𝑋𝑚𝑖𝑛 𝑋𝑖𝑆𝑥 + 𝑚, 𝑗, 𝑆𝑦 + 𝑛, 𝑘  (7) X- access, (i,j) – output index, 

K- channel index, Sx – the number of steps in the horizontal and vertical directions, respectively – Sy, 
output index = Fx Fy (i,j) 

 
Fig. 3, Average collection usage. 

 
This method is effective for points where it is necessary to reduce input data. 

AvgPooling(x)i, j, k =
ଵ

୶୷∑ଡ଼୧ୗ୶
+ m, j, Sy + n, k  (8) 

X- access, (i,j) – output index, K- channel index, Sx and Sy– the number of steps in the 
horizontal and vertical directions,respectively, output index = fx, fy (i,j) 

 
Fig. 4. Schematic diagram of the proposed method. 



 
International Scientific-Electronic Journal “Pioneering Studies and Theories”                                                                
ISSN: 3060-5105                                                                                                                 Volume 1 
www.pstjournal.uz                                         
 

 
 

№ 4 

8 International Scientific-Electronic Journal “Pioneering Studies and Theories”,  
Volume 1. Issue 4. 2025                                                                                             

        MARCH, 2025 

RESULTS AND DISCUSSION 
The developed model has several advantages: 
• Accurate and Efficient: The model provides accurate detection of dental structures, 

reducing the need for manual interpretation. 
• Automated Diagnosis: The model can assist dentists in diagnosing dental diseases by 

automatically identifying suspicious regions. 
• Treatment Planning: The model can provide valuable information for treatment 

planning, such as the location and extent of prosthetic, healthy, and fill-in regions. 
 
The proposed deep learning model for prosthetic, healthy, and fill-in detection in dental X-

ray images achieved state-of-the-art performance, surpassing existing methods in terms of accuracy, 
sensitivity, and specificity. The model was evaluated on a large and diverse dataset of dental X-ray 
images, demonstrating its robustness and generalizability. 

The high performance of the model can be attributed to several factors: 
• Deep Learning Architecture: The deep convolutional neural network (CNN) 

architecture is specifically designed for image analysis tasks, allowing the model to learn complex 
patterns and features in dental X-ray images. 

• Large Annotated Dataset: The model was trained on a large and diverse dataset of 
dental X-ray images with high-quality manual annotations. This extensive training data provided the 
model with a comprehensive understanding of the variations and complexities present in dental X-
ray images. 

• Transfer Learning: The model utilized transfer learning techniques to fine-tune a pre-
trained CNN, which significantly reduced training time and improved performance. By leveraging 
the knowledge learned from a related task, the model was able to adapt quickly to the specific task of 
dental X-ray image analysis. 

• Optimization Techniques: The model was optimized using a combination of 
supervised learning and data augmentation techniques. Supervised learning allowed the model to 
learn from labeled data, while data augmentation helped to increase the effective size of the training 
dataset and improve the model's generalization. 

 
The accurate and efficient detection of prosthetic, healthy, and fill-in regions in dental X-ray 

images has several important implications: 

• Improved Diagnostic Accuracy: The model can assist dentists in diagnosing dental 
diseases more accurately by automatically identifying suspicious regions and providing visual 
representations of dental structures. 

• Enhanced Treatment Planning: The model can provide valuable information for 
treatment planning, such as the location and extent of prosthetic, healthy, and fill-in regions, enabling 
dentists to make more informed decisions. 

• Increased Efficiency: The model automates the detection process, saving dentists 
valuable time and allowing them to focus on patient care. 

• Improved Patient Communication: The model can be used to generate visual 
representations of dental structures, facilitating better communication between dentists and patients. 

 
Overall, the proposed deep learning model represents a significant advancement in the field 

of dental image analysis. Its high performance, combined with its potential applications in diagnosis, 
treatment planning, and patient communication, makes it a valuable tool for dentists and researchers 
alike. 
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Fig. 5, treated tooth, prosthetic tooth, healthy tooth, Result. 

 
Fig. 6,treated tooth, prosthetic tooth, healthy tooth, Result. 

 
The loss of model training and validation is shown. The red line represents the validation loss 

and the blue line represents the training loss. The graph clearly shows that the validation and training 
loss decrease significantly as the periods increase, which is an excellent result for any model. The 
graph shows that the training loss is about 0.15 and the validation loss is about 0.23. 

 
Fig. 7, Accuracy of training and verification. 

 
CONCLUSION 

The proposed model represents a significant advancement in the field of dental image analysis. 
It provides a powerful tool for automated detection of dental structures in X-ray images, aiding 
dentists in diagnosis and treatment planning. Further research will focus on integrating the model into 
clinical practice and exploring its applications in other areas of dentistry. 

Modern electronic computing machines have transformed the acquisition, processing, and 
analysis of dental X-ray images. Digital X-ray technology, coupled with advanced imaging software, 
has revolutionized dental imaging, providing numerous benefits: 

• Enhanced Diagnostic Accuracy: Digital X-ray images offer superior clarity and detail, 
enabling dentists to diagnose dental conditions more accurately and promptly. 
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• Improved Treatment Planning: Digital X-ray images provide valuable information for 
treatment planning, allowing dentists to make more informed decisions and achieve better outcomes. 

• Increased Efficiency: Electronic computing machines automate many aspects of dental 
imaging, saving dentists time and increasing their productivity. 

• Improved Patient Care: The advancements in dental X-ray imaging directly benefit 
patients by enabling earlier detection of dental problems, more precise treatment planning, and 
improved overall oral health. 

 
As technology continues to advance, we can expect further innovations in dental X-ray 

imaging, including the integration of artificial intelligence (AI) for automated image analysis and the 
development of novel imaging techniques that provide even more detailed and comprehensive 
information about the teeth and jaw. These advancements will continue to enhance the diagnostic and 
treatment capabilities of dentists, leading to improved oral health outcomes for patients. 
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