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Abstract. This article discusses the TF-IDF modeling method for converting given text data 

into a vector quantity for further classification. Using the TF-IDF modeling method, a cosine 
classifier for text data is obtained. This classifier can be used not only for classifying text data but 
also for classifying arbitrary vector data. The use of the obtained modeling and classification results 
with other methods allows determining the most effective classification method. 
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INTRODUCTION 
Text classification, as a fundamental problem in natural language processing, has been studied 

by many authors [1-4]. Currently, text classification algorithms have become more efficient, but there 
is still much room for improvement in the study of classification and text recognition. Therefore, the 
research on mathematical modeling of text data and their subsequent classification has received 
significant attention and is a pressing issue. 

The task of text classification is formed as a process of assigning one or more text data, such 
as articles, reports, messages, etc., to one or more classes. This process involves analyzing the content 
of the texts and using various methods to determine their affiliation with predefined classes. The main 
goal of the task is to find an algorithm that can determine the class of a new text. 

This approach is used in text classification, including the task of automatic document type 
determination and other types of text processing. The main task of classification is to develop a model 
that recognizes text by its features. 

Feature formation in text data processing plays a crucial role, as it determines which 
characteristics of the text will be used for analysis and model building. To apply mathematical 
classification methods, we need to convert the text into a vector suitable for computer processing in 
advance. One of the approaches to forming a text model is its features. The features of text data 
include word frequency in a sentence or document. By frequency, we mean the total number of 
occurrences of a word in the text. The length of the text in a sentence or document should be 
considered as the total number of all words or characters used to build the given text. The number of 
unique words in a sentence is an estimate of the diversity of the text. When converting text into a 
vector, it is necessary to consider the exclusion of so-called stop words, which are words without 
special meaning. To form numerical features from text, text processing methods can be used, which 
convert text data into a vector for subsequent analysis or application of mathematical methods. 

 
METHODS OF TEXT DATA PROCESSING 

Text data processing consists of three consecutive stages: error correction, lexical 
normalization of words, and reduction to the base form. Correcting grammatical and lexical errors is 
a complex procedure that requires conducting extensive research. It is necessary to consider not only 
the rules of the language in question but also numerous exceptions. One of the most difficult tasks 
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related to natural language processing is understanding the semantics of words, specifically forming 
features so that the algorithm can distinguish concepts rather than sets of letters. 

Reduction to the base form is the process of finding the base of a word for a given original 
word. The base of a word does not necessarily coincide with its morphological root. Lexical 
normalization of a word is the process of determining the lemma of a word, i.e., its basic form. Lexical 
normalization of a word is a more complex procedure than reduction to the base form, as identifying 
the lexical base of a word must be based on context. 

When converting words into vectors, there are the following methods: "Bag of Words 
(BoW)". Each unique word in the text is assigned a unique index, and the text is converted into a 
vector reflecting word frequencies. TF-IDF (Term Frequency-Inverse Document Frequency) is a 
method based on the frequency of word occurrences in the text and their occurrence in other texts. 
Vector representations of words (Word Embeddings, such as Word2Vec, GloVe) convert text into 
numerical vectors, taking into account semantic information. 

The TF-IDF Algorithm. Let us delve into the TF-IDF algorithm (Term Frequency-Inverse 
Document Frequency). The TF-IDF algorithm is a statistical measure used to evaluate the importance 
of a word in a text relative to a corpus of documents. It consists of two components: a) TF (Term 
Frequency), which is the ratio of the frequency of a term or word to the total number of words in a 
document; b) IDF (Inverse Document Frequency), indicating how rarely a word occurs in the corpus 
of documents. 

The TF-IDF algorithm is a method for evaluating the importance of a word in the context of 
a text or document based on its frequency of occurrence in other documents. This algorithm is widely 
used in text processing tasks such as text classification, information retrieval, and building search 
systems. The algorithm consists of two main components: 

By definition, the TF(𝑡, 𝑑) value approaches unity if the word 𝑑 occurs very frequently in 
document 𝑑 and approaches zero if the word 𝑑 occurs very rarely in document 𝑑. TF is calculated 
using a simple formula: 

𝑇𝐹(𝑡, 𝑑) =
"் ௨  ௨௦  ௪ௗ ௧  ௗ௨௧ ௗ."

"் ௧௧ ௨  ௪ௗ௦  ௗ௨௧ ௗ."
 (1) 

IDF(𝑡, 𝑛) −the Inverse Document Frequency (IDF) is a measure of how rare or unique the 
term t is within a collection of n documents. It is calculated as: 

𝐷𝐹(𝑡, 𝑛) = lg ቀ


(௧)
ቁ,      (2) 

where n is the total number of documents in the corpus, and 𝑚(𝑡) is the number of 
documents in which the term 𝑡 appears. From Equation (2), it is evident that the rarer the word in 
the documents, the higher its IDF value, with the upper bound 𝐼𝐷𝐹(𝑡, 𝑛) ≤ lg(𝑛). 

The TF-IDF, a combined measure of the importance of a word in a document, is obtained 
by multiplying the TF(t,d) and IDF(t,n) coefficients: 

 
𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝑛) = 𝑇𝐹(𝑡, 𝑑) ∗ 𝐼𝐷𝐹(𝑡, 𝑛).      (3) 

For each term in a document, TF-IDF is calculated, reflecting its significance for a particular 
document in the context of the entire collection. TF-IDF is employed in search engines to find the 
most relevant documents, as well as for text classification, where it is often used as a feature in 
machine learning algorithms. In text analysis, TF-IDF is applied to highlight the most important 
words in the text, i.e., for keyword extraction. The algorithm is an excellent tool for the practical 
processing of large volumes of textual data. 

Consider the example of converting the sentence "I love programming " into a vector using 
TF-IDF within a corpus of the following three documents: 

1. I love programming. 
2. Machine learning in programming. 
3. Classification using machine learning. 
The sequence of the following 9 words is considered: 
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"I", "love", "programming" , "machine", "learning", "in", "classification" , "with" , " help". 
Now, we calculate TF for each word in each document; that is, for each word in the document, 

we calculate its frequency of occurrence in the document and divide it by the total number of words 
in the document. For document 1 ("I love programming "), the total number of words in the document 
is 3. The word "I" occurs once; therefore, TF("I",1)=1/3. The word "love" occurs once, 
TF("love",1)=1/3. The word "programming" occurs once, TF("programming ",1)=1/3, and so on for 
all the other words, we have: TF("machine", 2)=1/4, TF("в",2)=1/4, TF("learning",2)=1/4, 
TF("programming",2)=1/4, TF("classification",3)=1/5, TF("with",3)=1/5, TF("help ",3)=1/5, 
TF("machine ",3)=1/5, TF("learning",3)=1/5. 

After, we perform the IDF calculation for each word. The total number of documents n=3. 
Using the IDF formula (2), for each word in the corpus, we calculate the number of documents in 
which it occurs. The word "I" occurs in one document; therefore,  

𝐼𝐷𝐹("I", 𝑛) = lg ቀ


(௧)
ቁ = lg ቀ

ଷ

ଵ
ቁ =lg 3 ≈ 0,477. The word "love" occurs in one document; 

therefore, 𝐼𝐷𝐹("love", 𝑛) ≈ 0,477. The word "programming" (programming) occurs in two 

documents; therefore, 𝐼𝐷𝐹("programming", 𝑛) = lg ቀ


(௧)
ቁ = lg ቀ

ଷ

ଶ
ቁ ≈ 0,176, and so on for all 

words. 𝐼𝐷𝐹("machine", 𝑛) ≈ 0,176,, 𝐼𝐷𝐹("learning", 𝑛) = lg ቀ
ଷ

ଶ
ቁ ≈ 0,176,  𝐼𝐷𝐹("в", 𝑛) ≈ 0,477, 

𝐼𝐷𝐹("classification", 𝑛) ≈ 0,477,  𝐼𝐷𝐹("с", 𝑛) ≈ 0,477,  𝐼𝐷𝐹("help ", 𝑛) ≈ 0,477. Now, we 
calculate TF-IDF by multiplying the TF coefficient by the corresponding 𝐼𝐷𝐹 coefficient using 

formula (3).  𝑇𝐹 − 𝐼𝐷𝐹("I", 1,3) = 𝑇𝐹("I", 1) ∗ 𝐼𝐷𝐹("I", 3) ≈
ଵ

ଷ
∗ 0477 = 0,159. 𝑇𝐹 −

𝐼𝐷𝐹(”love”, 1,3) = 𝑇𝐹(”love”, 1) ∗ 𝐼𝐷𝐹(”love”, 3) ≈
ଵ

ଷ
∗ 0,477 = 0,159,              𝑇𝐹 −

𝐼𝐷𝐹("programming", 1,3) 𝑇𝐹(programming", 1) 𝐼𝐷𝐹("programming", 3) ≈
ଵ

ଷ
∗ 0,176 = 0,059,       

𝑇𝐹 − 𝐼𝐷𝐹("machine", 1,3) = 𝑇𝐹("machine", 1) ∗ 𝐼𝐷𝐹("machine", 3) ≈
ଵ

ସ
 0,176 = 0,044, 𝑇𝐹 −

𝐼𝐷𝐹("learning", 1,3) = 𝑇𝐹("learning", 1) ∗ 𝐼𝐷𝐹("learning", 3) ≈
ଵ

ସ
 0,176 = 0,044,          

 𝑇𝐹 − 𝐼𝐷𝐹("в", 1,3) = 𝑇𝐹("в", 1) ∗ 𝐼𝐷𝐹("в", 3) ≈
ଵ

ସ
∗ 0,477 = 0,119,       𝑇𝐹 −

𝐼𝐷𝐹("programming", 1,3) = 𝑇𝐹("programming", 1) ∗ 𝐼𝐷𝐹("programming", 3) ≈
ଵ

ସ
∗ 0,176 =

0,044 

𝑇𝐹 − 𝐼𝐷𝐹("classification", 1,3)𝑇𝐹("classification", 1)  𝐼𝐷𝐹(classification, 3) ≈
1

5
∗ 0,477

= 0,095, 

    𝑇𝐹 − 𝐼𝐷𝐹("с", 1,3) = 𝑇𝐹("с", 1) ∗ 𝐼𝐷𝐹("с", 3) ≈
ଵ

ହ
∗ 0,477 = 0,095, 

    𝑇𝐹 − 𝐼𝐷𝐹(»help», 1,3) = 𝑇𝐹(»help», 1) ∗ 𝐼𝐷𝐹(»help», 3) ≈    
ଵ

ହ
∗ 0,477 = 0,095 

 𝑇𝐹 − 𝐼𝐷𝐹("  𝑜𝑓 machine", 1,3) 𝑇𝐹("𝑜𝑓 machine", 1) ∗ 𝐼𝐷𝐹("𝑜𝑓 machine", 3) ≈
ଵ

ହ
∗

0,176 = 0,035,   

 𝑇𝐹 − 𝐼𝐷𝐹("learning", 1,3) = 𝑇𝐹("learning", 1) ∗ 𝐼𝐷𝐹("learning", 3) ≈
ଵ

ହ
∗ 0,176 =

0,035. 

Now, for this corpus, considering the above calculations, we can write the coordinates of the 
vector for the sentence " I love programming ". It will look like this: " I "— 0.159, " love " — 0.159, 
" programming— 0.059, " machine " — 0, " learning "  — 0, " in "— 0, " programming "— 0, " 
classification " — 0, " with " () — 0, " help " (help) — 0, " 𝑜𝑓 machine" (machine) – 0, " learning " 
- 0; that is, the first three coordinates of this vector which correspond to the important terms in the 
sentence are non-zero, and the rest are zero. Exactly the same vectors with corresponding changes 
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can be written for the other two sentences of this corpus. Then, the three sentences of the corpus 
correspond to the following vectors: 

A1=[0.159, 0.159, 0.059, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
A2=[0, 0, 0, 0.044, 0.044, 0.119, 0.044, 0, 0, 0, 0, 0], 
A3=[0, 0, 0, 0, 0, 0, 0, 0, 0.095, 0, 0.095, 0, 0.095, 0, 0.035, 0, 0.035]....  
It follows that the vector will have several non-zero values that correspond to important terms 

in the sentence. Each word is represented as a vector, where semantically similar words have similar 
vectors. 

Text Classification. This 𝑇𝐹 − 𝐼𝐷𝐹 method is one way to translate text into a vector, 
converting text into a digital format that implements work with text data for analysis, classification, 
understanding text, and other tasks. The subsequent result and effectiveness of the models depend on 
the quality of data processing. We will use this method for classifying text documents. Furthermore, 
our main task is to determine a classifier using the TF-IDF method that will effectively predict the 
label 𝑦 (the class of text data 𝑐)) for a new text 𝑡௪. Mathematically, the problem can be represented 
as follows: given a set of texts 𝑇 = {𝑡ଵ, 𝑡ଶ, 𝑡ଷ, … , 𝑡},, where each text 𝑡 is a sequence of words, 
sentences, or other units of text. For each text 𝑡, there is a label 𝑦  that belongs to one of the classes 
of the set 𝐶 = {𝑐ଵ, 𝑐ଶ, 𝑐ଷ, … . 𝑐}, where k is the number of classes. The classification task is to predict 
its class 𝑦௪for a new text t୬ୣ୵. Consider multi-class classification, in which each text belongs to 
only one class. 

It is known that for the scalar product of vectors A and B the following formula holds: 
  (A ∙ B) = │A│ ∙ │B│cos (A, B)                             (4) 

 (A ∙ B) is the scalar product, (A, B)-is the angle between vectors A, B, │A│, │В│ −are the 
lengths of vectors A, B respectively. From (4), the angle between vectors A, B can be determined: 

       cos(A, B) = (A ∙ B)/(│A│ ∙ │B│)                                (5) 

If the angle between vectors is acute, then they have almost the same direction. The direction 
of a vector, to some extent, indicates their similarity. Therefore, this fact can be used to measure the 
similarity of vectors; that is, if there are two vectors 𝐴 𝑎𝑛𝑑 𝐵 and the angle between them is acute, 
then the direction of vectors 𝐴 𝑎𝑛𝑑 𝐵 can be considered close, although their lengths may differ 
significantly. From the point of view of the meaning of the text, the length of the vector obtained 
from the transformation of text into a vector is not important. Therefore, formula (5) can be used as 
a definition of the similarity of vectors 𝐴 𝑎𝑛𝑑 𝐵 (or the corresponding texts). Thus, using (5) it can 
be stated that, if cos(𝐴, 𝐵) ≥∝, where ∝ - is a sufficiently small positive number, dependent on the 
training sample, then the direction of vectors A and B are close and the texts corresponding to them 
are similar. Thus, the following inequality 

              cos(𝐴, 𝐵) ≧ ∝                                           (6) 

can be used as a classifier of text data. Since the resulting formula (6) does not directly depend 
on the text, it can be used not only for the classification of text data, but also for the classification of 
arbitrary vector data in which the angle between object-vectors can be determined. 

From the example above it follows that 𝑇𝐹 − 𝐼𝐷𝐹 is one of the good methods in the field of 
Natural Language Processing (NLP) and recognition of text documents. This method allows us to 
evaluate the participation and importance of terms in a document relative to the entire corpus of texts, 
as well as to determine the keywords of a certain class. In the future, we will apply the TF-IDF method 
and its classifier (6) to the study of documents of various enterprises. 
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